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Foreword
There has been national discussion about using student 
achievement data as part of a broader matrix to evaluate  
teachers, principals and schools. Most have approached  
this issue with state summative test data, which typically  
provides information at the end of the year when it is too late  
for instructional adjustments. There must be a better way.

The good news is we already have assessments in our schools 
that provide reliable data on student performance and allow  
us to see data patterns at the student, classroom, and district 
levels. These assessments could serve as additional measures 
of student achievement gains throughout the year. 

Use of multiple measures of student growth can potentially make educator evaluations more objective and 
actionable. Renaissance Learning commissioned this paper to explore how multiple measures can be used 
to help educators improve learning in our classrooms.

It is more important than ever that significant education policy issues like educator effectiveness be  
discussed with civility and mutual respect. This paper advances the dialog about how we can balance  
evaluation systems with the broader goal of improving educator effectiveness and advancing  
student learning.

Roy Truby
Senior Vice President, State & Federal Programs
Renaissance Learning

Roy Truby was the 
executive director of the 
National Assessment 
Governing Board, which 
has policy direction 
over NAEP. Dr. Truby 
has held positions as 

state school superintendent for Idaho 
and West Virginia.
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Executive Summary
Political and technical debates about using student achievement data in evaluating teacher performance  
have shifted from whether to how. There is general agreement that multiple measures should be used, but in 
practice, virtually all systems discussed so far depend on one data source: annual summative state tests. In 
this paper, we suggest that assessment systems already in place in most school systems have the potential,  
if used appropriately, to supply additional estimates of teacher, principal, and school impact on  
student learning. 

“Short-cycle interim assessments” can deliver additional insights with relatively little cost or delay. Equally 
important, they can do so while continuing to serve the broader goal for which they are primarily intended: 
helping to improve educator effectiveness and advance student learning.

Short-cycle interim assessments are a specific category of test designed to produce reliable results, whether 
administered weekly, monthly, or less frequently, depending on the purpose of assessment. Robust systems 
deliver results in multiple formats, usable for a range of purposes. Frequent use of short-cycle interim  
assessment data has been correlated with improved academic 
results. Short-cycle interim assessments are more than just  
monitoring devices: Incorporated into instructional planning,  

they play an active role  
in improving teaching  
and learning.

The efficiency of a good 
short-cycle interim  
assessment system can 
result in considerable cost savings for a district. So can versatility:  
A good short-cycle interim assessment system performs many  
different functions and helps avoid buying multiple assessments for 
different purposes.

Rigorous short-cycle interim assessment systems provide a preview of 
end-of-year assessment results in time to improve student outcomes. 
Frequent use of data fosters conversations about student growth within 
educator peer groups and with administrators. To get best results from 
such a system, schools must provide systematic professional  
development in data literacy and usage as well as encourage regular 
collaborative use of data to develop action plans for students. The 
regular testing cycle promotes periodic review of progress toward 
goals, introduction of interventions to close achievement gaps, and 
adjustment of interventions based on student response. 

Once schools are regularly using short-cycle interim assessments, 
they may be extended to teacher and principal evaluation with little, 
if any, additional investment in systems. There must, however, be an 
investment in planning and careful implementation, to ensure valid 
assessments and to avoid perception that these instruments have 
become “high-stakes,” endangering their usefulness in the classroom. 
With proper priorities and safeguards (see box, facing page), short- 
cycle interim assessments can provide a highly flexible set of  

Selecting a Short-Cycle  
Interim Assessment

Technology is an important   
element of short-cycle interim 
assessment systems—frequent 
administration requires efficient 
testing to avoid sacrificing 
instructional time. 

Elements of good short-cycle 
interim assessment systems:

• Efficient testing

• �Frequent  
administration

• �Flexible testing dates

• �Alignment to state and 	
Common Core State  
Standards

• �Data aggregation 

• �Vertically-equated scale 
for score reporting and  
comparison

• �Explicit instructional  
guidance

• �Versatile reporting 

• Linkage to state test

The efficiency of a good 
short-cycle interim  
assessment system can 
result in considerable cost 
savings for a district.
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additional measures to balance and enrich state test data,  
observations, and other elements of an evaluation system. Flexibility 
stems from having multiple data points during the year, instead of just 
one or two; being able to compare to multiple standards and groups; 
and being able to record significant events during the year (such as 
changes in teachers or interventions) to put growth in context.

We suggest three of many possible starting points for developing  
evaluation systems using short-cycle interim assessment data,  
depending on local criteria and policies: 

• �Compare growth from beginning to end of school year on a 
short-cycle interim assessment to the growth or value-added 
measure from the state test, which typically compares spring to 
spring. By omitting summer, this may more precisely pinpoint the 
time the teacher actually instructed the students.

• �Gauge student growth according to state benchmarks using a 
short-cycle interim assessment linked to the state test. This  
provides educators with multiple views of progress toward  
state benchmarks. 

• �Compare growth of similar students—by grade, pretest score, or 
other variables. Short-cycle interim assessment systems that  
aggregate and disaggregate data can produce multiple  
windows on performance. Similarities or differences between 
data sets should be investigated to better understand growth.

Similar approaches may be applied at the school level—not only to  
help evaluate principals but also to evaluate other aspects of the  
instructional system by comparing schools. The same principle applies 
at the district level, as school improvement requires both top-down and 
bottom-up action. 

We close this paper with a brief analysis of the State Consortium on 
Educator Effectiveness (SCEE), recently formed by the Council of 
Chief State School Officers (CCSSO). We see SCEE as an example  
of expanding the “evaluation” discussion to the broader topic of  
improving educator effectiveness. We believe short-cycle interim  
assessment should form a part of the development of SCEE and other  
initiatives to help reach the ultimate goal of all educational change:  
to improve learning for every student.

Safeguards for Short-Cycle 
Interim Assessments in  
Educator Evaluations

Based on more than a  
decade of experience with 
computerized assessments in 
schools, below is a suggested  
list of principles for using short-
cycle interim assessments in 
educator evaluations. 

1. �Start with the students. 

2. Mandate a testing cycle. 

3. Test efficiently.

4. �Provide ample  
professional  
development.

5. �Look at the data  
regularly at all levels. 

6. �Identify promising  
practices.

7. �Monitor fidelity of  
implementation.

8. �Use multiple  
measures.

9. �Be inclusive and  
transparent.

10. �Evaluate the system,  
not just the teachers. 

See p. 11 for more information. 
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The Evolving Discussion: Data for Evaluating and Improving Education
Across the country, a process of improving educator evaluation has begun. Sound approaches for evaluating 
teachers traditionally include measures of instructional practices, for which there are many instruments  
available (Milanowski, Prince, & Koppich, 2007). More recently, many have asserted that teacher evaluations 
should also include measures of teacher impact on student learning. Though the issue has sparked  
controversy, by now the debate about whether to use student test data for this purpose is essentially over.  
Propelled by requirements of the federal Race to the Top program, states and school districts are now making 
plans to factor student data into evaluation systems (Baker et al., 2010). The timely question now is which data 
will be used and how (Sawchuk, 2009).

A general consensus is also growing that what should be measured for these purposes is student growth, 
rather than just absolute measures of proficiency, cohort-to-cohort growth, or other ways of gauging  
educational performance (Harris, 2011). The controversy raised by this direction is how, and to what extent,  
to attribute this growth to teacher inputs. Systems known as “value-added models” (VAMs) start from the  
widespread belief that teacher quality is the primary in-school factor influencing student performance  
(Auguste, Kihn, & Miller, 2010; Rivkin, Hanushek, & Kain, 2002), and then attempt to measure this influence by 
isolating it from other factors by applying various sophisticated statistical techniques to summative state data 
(Sanders & Horn, 1998; Sanders & Rivers, 1996).

VAMs have attracted both advocates and  
detractors (Kane & Cantrell, 2010; National  
Research Council & National Academy of  
Education [NRC & NAE], 2010). Their  
measurement tends to be more stable for schools 
or districts than for individual teachers, largely 
due to differences in sample size. Even their  
supporters agree these models should not  
be used as sole determinants of teacher  
employment actions (Glazerman et al., 2010) and 
do not offer a “magical elixir” (Goldhaber, 2010). 
But as Randi Weingarten, president of the  
American Federation of Teachers, points out: “We cannot expect any measures of teacher quality— 
value-added or others—to be perfect….I think most teachers are willing to accept the fact that they might  
not easily understand every technical detail...as long as they can know enough to be confident that it is  
being used responsibly, collaboratively, and for the purpose of improving instruction” (Harris, 2011).

Incorporating student data into evaluating and improving teaching is a complex issue with many moving 
parts that will require experimentation and changes based on experience (Steele, Hamilton, & Stecher, 2010). 
Improving schools involves many significant and related factors (Bryk, Sebring, Allensworth, Luppescu, & 
Easton, 2010; Fullan, 2001). Ultimately, it is vital to remember that evaluations are only a means to an end: It is 
teacher performance in the classroom that is “the lifeblood of the enterprise” (Milanowski, 2010).

One major issue in all these discussions is how much to rely on state test data. Debates about VAMs and 
other growth measures often assume state tests will be the source of data; however, even the Race to the 
Top mandate provides for “other measures of student learning…provided they are rigorous and comparable 
across classrooms” (U.S. Department of Education, as cited in Goe & Holdheide, 2011). For one thing, state 
test data are not even applicable to perhaps 70% of teachers, who teach nontested subjects or do not have 
sole charge of a particular group of students (Goe & Holdheide, 2011; Marion, 2010; Sawchuk, 2011). Some 
alternative source of data will be required in these cases. And even where tested subjects reasonably  

Incorporating student data into 
evaluating and improving teaching 
is a complex issue with many  
moving parts that will require  
experimentation and changes 
based on experience. 

(Steele, Hamilton, & Stecher, 2010)
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correlate with the work of a given set of teachers, analyses based on two data points (from two administrations 
of an annual test, usually administered in spring) inherently create high error rates due to lack of data (NRC & 
NAE, 2010; Schochet & Chiang, 2010).  
 
There is also the problem of “summer learning loss.” Student 
achievement at the start of a school year is often lower than 
when tested the previous spring, especially for students in 
lower socioeconomic strata, so simply comparing year-end 
scores may underestimate growth attributable to the teacher 
in that year (Harris, 2011). For many reasons, experts who 
may disagree on VAMs do agree that accountability systems 
should include multiple measurements (Kane & Cantrell, 
2010; NRC & NAE, 2010; Odden, 2011; Schochet & Chiang, 
2010), not just data from the state test.

Even more to the point, the purpose of improving instruction is not fully served by annual state summative 
assessments because they do not provide useful instructional information (Wurtzel, Marion, Perie, & Gong, 
2009). The data do not arrive in time to help improve performance during the school year; they only identify 
problems afterwards. Retrospective analyses of student results tell us where additional growth is needed  
but often tell little about how to make it happen. An increasing number of evaluation systems specify that  
administrators may intervene if a teacher is struggling (Donaldson, 2009), but such an option means little  
without data to identify problems as they arise. 

Fortunately, “short-cycle interim assessments” can provide an additional indicator of educator impact  
without adding another testing system. Short-cycle interim assessments already regularly measure student 
achievement and progress to help teachers advance learning in the majority of schools in America. The same 
data, looked at differently and used with appropriate safeguards, can improve the stability and validity of 
teacher and principal evaluations. In fact, appropriate use of well-designed short-cycle interim assessments 
can improve overall educator effectiveness, by helping enrich not only evaluation but also the effectiveness of 
the teacher practices evaluation is intended to measure.

With appropriate  
safeguards, short-cycle 
interim assessments can 
improve the stability and 
validity of teacher and  
principal evaluations.



3

The more frequently a test is administered, the more data it will provide. The combination of frequency of 
administration and quantity of data in Level 2 interim assessments allows for the following: 

• �More frequent insights into student learning means more timely predictions of progress and  
adjustments to instruction.

• Greater frequency means a wider choice of data points to compare—not just one point per year.

• �Comparing data points from multiple administrations can foster richer conversations. 

Data for Different Purposes: Short-Cycle Interim Assessment and Where It Fits
Assessments take many forms. Often they are described as either “summative” or “formative,” based on 
whether they simply measure learning or are intended to influence instruction. This categorization, however, 
employs the term “formative assessment” in an overly broad manner.

Formative assessment is a powerful tool for  
improving learning—indeed, its impact exceeds  
most other types of educational intervention 
(Black & Wiliam, 1998a, 1998b)—but as a result, 
the term is often misappropriated to describe any 
classroom assessment. Properly speaking,  
“formative” refers to the use of the data rather 
than the type of test, and describes a process 
rather than an instrument. True formative  
assessment supplies data that change teaching 
by providing immediate or nearly immediate  
feedback to the teacher that is acted on to adjust  
instructional practice; it often also provides  
feedback to students to help them move forward 
in their learning.

Another way to look at assessments is frequency of administration, often grouped into three categories. In 
Figure 1, the top of the pyramid (Level 3) represents annual state tests, linked to state standards and Common 
Core State Standards, with a high degree of rigor in design, administration, and scoring. Design and annual 
timing make them most useful for evaluating school systems. Though their scores are often used as a guide 
to working with individual students, they are not particularly well suited for that use. Increasingly, they are also 
used to evaluate teacher performance.

Level 1 contains the most frequent measurements, classroom assessments, which can range from  
curriculum-embedded assessments to teacher-made quizzes to teacher questioning while students are 
involved in a learning task. Classroom assessment can be both formative and summative. For summative 
purposes, teachers want to know if students have met specific goals at the end of a period of instruction. 
For formative purposes, evidence from the assessment is used to move learning forward during instruction, 
through adaptations of both teaching and learning.

Level 2, often called “interim assessments,” is the least specific category but can be the most versatile. These 
assessments are given more frequently than annually but less frequently than daily. If properly standardized 
and scaled, their results can be aggregated and compared like those of annual assessments, but they can 
also be used for evaluative, predictive, and instructional purposes (Wurtzel et al., 2009).

Level 2: Interim Assessments—
   • Screening and Benchmarking 
   • Progress Monitoring 
 

Level 1: Classroom
Assessments

Level 3: Annual, Summative Assessments 

Figure 1: Assessment Pyramid
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The term “interim assessment” is applied to a wide range of instruments for various purposes. One study  
remarks that “interim assessments occupy a gray area between formative and summative uses” (Goertz, 
Oláh, & Riggan, 2009). Though there is no universal consensus, interim assessments are often assumed  
to occur every few months (Popham, 2011). This paper focuses on “short-cycle interim assessments,” which 
are specifically designed for much more frequent use and have precise characteristics:

• Capable of frequent administration while maintaining reliability

• Allow adjustable administration dates, per a school’s needs, without jeopardizing psychometric rigor

• Align to state standards and Common Core State Standards

• Aggregate results across classrooms, schools, even districts

• �Report data on a vertically-equated scale so results can be compared month-to-month,  
year-to-year, classroom-to-classroom, grade level-to-grade level

• �Employ technology that makes them efficient, consistent, and secure

• �Minimize time taken from instruction—10–20 minutes per student, per administration

• Provide explicit instructional guidance

• �Generate intuitive, readily-accessible reporting to serve multiple instructional and planning needs

• Align closely with the state test, and ideally also have been statistically linked with the state test 

Figure 2 analyzes the academic growth of more than 1.5 million students during the 2008–2009 school year, in 
relation to the number of times the STAR Reading short-cycle interim assessment was administered during the 
year. While this graph does not demonstrate a causal relationship between testing and performance, it does 
show that classrooms using short-cycle interim assessments for frequent progress monitoring often witness 
substantial improvement in achievement. The instructional decisions educators make—based on the data—
are what make the difference. The usefulness of assessments in supporting these decisions is determined by 
their psychometric quality, ability to produce results immediately, ease of use, and flexibility depending on the 
purpose of assessment (e.g., supporting periodic screening, benchmarking, instructional planning, and/or 
frequent progress monitoring for students receiving intervention).

Figure 2: �Frequent Progress Monitoring Helps Teachers Boost Student Achievement
Frequent Progress Monitoring Helps Teachers Boost Student Achievement

Users of STAR Reading assessment, 2009-10 (n=1,507,075)
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Benchmark testing two or three times per year may not be enough. Research studying 1.5 million students 
shows classrooms using short-cycle interim assessments can significantly increase academic improvement. 
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Technology is absolutely necessary in such a system, to 
avoid a drain on instructional time in test administration 
and data processing, as well as to provide secure and 
timely access to results. As researchers working with 
Response to Intervention (RTI) and other multi-tier  
models that call for regular assessment have concluded, 
“In the absence of technology, the data burden  
becomes unmanageable” (Kurns & Tilly, 2008).

Technology must be coupled with robust test  
development to ensure that testing is not only efficient 
but also reliable. Computer-adaptive testing (CAT) analyzes responses in real time so each  
successive item delivered gets closer to the student’s actual achievement level, minimizing wasted items  
(see Figure 3). When the CAT’s item selection is based on a robust set of student-response data generated in 
the test development process, and all items have been calibrated using item response theory, such tests can 
attain a high degree of reliability in a remarkably short testing session. (The session illustrated would normally 
last less than 20 minutes.)

Cost advantages also heavily favor assessment technology. Computer-delivered tests reduce costs by  
minimizing teacher time required to administer, score, and analyze. Research shows manual assessments to 
be 2–7 times as costly as a computerized assessment, as well as to inflate opportunity costs due to training 
time and opportunity for error with manual scoring (Laurits Christensen Associates, 2010; McBride, Stickney, 
Milone, & Ysseldyke, 2010). Tests that analyze and present data in multiple ways further increase cost- 
effectiveness by the amount of usable information delivered per administration. Cost of teacher time,  
displacement of instructional time, and time for interpretation of multiple measures are all reasons to prefer 
multiple use, technology-enabled assessments (Gersten et al., 2008).

Figure 3: �How Computer-Adaptive Technology Works

Hard
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Reliability of
student score
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CATs pinpoint student achievement levels quickly and efficiently. This graphic shows a single student’s progression of easy and more difficult items selected in 
a computer-adaptive assessment based on the student’s previous item responses—if the student answers correctly, the next question will be more difficult; if the 
student answers incorrectly, the next question will be less difficult. Selecting items tailored to a student helps reduce measurement error as the test progresses.

Technology is absolutely  
necessary in such a system,  
to avoid a drain on instructional 
time in test administration and 
data processing, as well as to 
provide secure and timely  
access to results. 
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Using Short-Cycle Interim Assessment to Improve Educator Effectiveness
The primary purpose of short-cycle interim assessment is to help improve learning for all students through 
regular review of student achievement, as well as subsequent adjustment of instructional strategies, difficulty 
level of instructional and practice materials, and targeted interventions. From this use flows the additional 
application to teacher and principal evaluation, but a careful and thorough implementation for instructional 
purposes must come first.

To clarify the use of short-cycle interim assessment in educational improvement, next is a short summary of  
a good implementation, which examines four key components: (1) frequency of testing, (2) prompt and  
knowledgeable review of data, (3) development of an action plan, and (4) periodic review of results. We will 
illustrate each of these elements by showing reports an assessment system generates in each phase. Note 
these reports show different views of the same data gathered via regular administrations of the test  
throughout the year. As mentioned, making multiple use of the same data is one reason why technological  
assessment is so highly cost-effective.

Frequency of testing
As indicated in the previous section, we advocate 
testing on a regular cycle throughout the year  
depending on a school’s purposes for assessment 
(e.g., screening, progress monitoring, benchmarking,  
instructional planning). Typically a school  
implementing short-cycle interim assessment properly 
begins the year by testing all students within the first 
couple of weeks. Efficient computerized assessments 
allow this initial screening to be done within a week, 
generate reports for educators of the overall situation 
they face going into the year, establish a performance 
baseline for each student, and screen for students 
who may be at risk of not attaining the expected level 
of proficiency by end of year and therefore require 
extra attention. 

The report in Figure 4 was designed to support a 
multi-tier intervention process such as RTI. It shows 
student performance in relation to the state proficiency 
benchmark at the fall screening and identifies groups 
probably requiring acceleration if all students are to 
reach proficiency by the end of the year.

Prompt and knowledgeable review of data
The next step is just as vital as timely administration of the assessments and sets a pattern for the school year. 
Reports are promptly reviewed by all educators in the school, both individually and in data teams. Systematic  
and consistent professional development in the interpretation and use of data, for all instructional staff  
including administrators, is essential to produce the changes in behavior upon which student growth depends 
(Heritage, 2010). The data should be a starting point for dialog; educators will pose questions and suggest 
possible answers.

Development of an action plan
Ensuing conversations with professional peers, the principal, and other instructional leaders produce  
strategies that will guide educators’ plans throughout the year. The use of data in a school using a short-cycle 

Figure 4: State Screening Report
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interim assessment system reaches all levels, from classroom 
to principal’s office (and higher), and becomes part of the  
routine even in instructional planning. Figure 5 illustrates the 
level of support such a system can provide to help inform 
classroom practice, especially when test results have been 
aligned to research-based learning progressions and  
suggested instructional aids.

Periodic review of results
After initial testing, data meetings, and implementation of  
instructional plans, the school retests its entire population on 
a regular schedule, depending on the purpose of 
assessment. Data meetings after each testing cycle bring 
educators together to compare results via comparison of 
new reports with previous ones and with goals set during 
the previous cycle, minimizing surprises and encouraging 
collegial problem solving. Students requiring interventions, 
such as supplementary instruction or more time for skills 
practice, can be monitored by additional reports  
generated from the regular testing cycle, or more  
frequent testing. The first page of the report in Figure 6  
compares a trend line of actual growth to expected growth 
in order to reach a goal selected by the educator. Page 2 
includes notes about interventions or changes in curriculum or  
instructional strategy for analysis in subsequent data team meetings.

 

Figure 6: Student Progress Monitoring Report

Figure 5: Class Instructional Planning Report
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The potential for learning growth generated by regular review of student achievement has been well  
documented in research. The successes of differentiated instruction (Tomlinson, 1999) and RTI (Batsche et al., 
2008; Burns, Appleton, & Stehouwer, 2005; Tilly, 2007) are examples of this type of process. Several  
mechanisms account for acceleration of learning from proper use of frequent assessment, some of which 
have emerged through recent research on the brain and cognitive activity. Timely assessment itself has a 
greater impact on retention than many other strategies, and even promotes conceptual learning (Karpicke & 
Blunt, 2011). Knowing where the student needs assistance, and increasing time for both instruction and  
practice in those areas, is a hugely important aspect (Berliner, 1991; Ericsson, Charness, Feltovich, &  
Hoffman, 2006; Ericsson, Krampe, & Tesch-Römer, 1993). It all comes back to use of data by educators, 
regularly enough that it becomes a routine and everyone becomes comfortable with the process. Becoming 
an expert with use of data takes time and repetition, just like becoming an expert in any other field of activity 
(Willingham, 2009).

As mentioned in the implementation example, data conversations are not confined to teachers. Equally  
important, the principal and other administrators must become comfortable with the data and proactive in their 
use. With a regularly functioning short-cycle interim assessment system in place, instructional leaders quickly 
find they have a window into the functioning of their school and district, and into trends for the future, that 
vastly improves their abilities to impact outcomes.

Rigorous short-cycle interim assessment systems that use a scale which allows for comparisons across 
grades, years, and schools can employ some of the same analytical models often used in large-scale  
assessment but on a shorter timeframe. This is akin to giving a “sneak preview” of the way the school or  
district will look before its end-of-year summative data are made public, in time to improve outcomes.  
Specifically, it provides additional insight into student growth, allowing early intervention to maximize rates  
of progress. 

The sort of view illustrated in Figure 7, for  
example, combines the advantages of cohort-
to-cohort comparisons with some aspects of 
value-added models by charting proficiency 
level against growth rate (see NRC & NAE, 
2010). (Similar views of state test scores are 
currently displayed on state school system 
websites in Colorado and Indiana.) Figure 7  
compares reading scores in a set of third-
grade classrooms, but the same sort of report 
could be run comparing grade-level  
performance throughout a district or any other 
grouping. The important point is this  
representation lets the administrator quickly 
identify priority situations—any “low/low” 
classrooms or schools (i.e., those in the lower-
left quadrant), followed by other “low-growth” 
situations—and to see the problems in context. 
Another use could be to identify role models:  
outstanding teachers (or principals) who are  
outperforming their peers in a similar cohort and 
who may be able to provide an example or  
guidance for others. Comparing these reports  
over time lets the administrator check on progress 
within quadrants and from lower quadrants to higher.

P
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Group Performance  Grade 3 Reading

Growth

Low Proficiency
Low Growth

Low Proficiency
High Growth

High Proficiency
Low Growth

High Proficiency
High Growth

Benchmark Student, Class, or School

Figure 7: Scatterplot of Proficiency and Growth

Performance is often gauged using proficiency as the primary measure. To  
capture a richer picture, proficiency plus growth should be considered. (E.g.,  
The upper-right quadrant is the ideal—a student, class, or school that has reached 
proficiency, yet is still experiencing growth. The lower-right quadrant shows great 
strides are being made, but proficiency has not yet been met.) Benchmarks shown 
on scatter plot are customizable—per a school or district’s local decision.  
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Often, simply using data to identify a problem points the way to improvement. For example, a school district 
that began to regularly assess student achievement found growth was flat in even-numbered elementary 
grades but accelerated in odd-numbered grades. Analysis showed the odd-numbered years were when the 
state test was given. On the theory the teachers were simply not as strongly motivated in the “off years,” the 
district combined grade levels so teachers had the same students for two years ending in a state test. Growth 
in the nontested years quickly improved to parallel growth in the tested years, without changes in curriculum 
or staff turnover. It helped, too, that the same district adopted the practice of identifying role-model teachers 
and principals.

A properly-designed and well-implemented short-
cycle interim assessment system is one of the most 
powerful tools available to help educators improve 
learning. We have shown how it is used in improving 
educator effectiveness. Data accumulated by a  
short-cycle interim assessment system can also be 
an invaluable resource in analyzing other factors that 
affect student performance, such as quality of  
curriculum, fidelity of implementation, amount of academic learning time, and effectiveness and timeliness of 
interventions. The capability of storing key events in each student’s instructional history, as shown on the  
second page of the Student Progress Monitoring Report (see p. 7), contributes to the value of the database.

A properly-designed and well-
implemented short-cycle interim 
assessment system is one of the 
most powerful tools available to 
help educators improve learning.
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Short-Cycle Interim Assessment in Educator Evaluations
It is clear that rigorous short-cycle interim assessment systems provide a wealth of the same sort of data  
employed by value-added systems that use state test data. So why is short-cycle interim assessment data not 
used as part of every school system’s evaluation system?

One immediate answer is to avoid falling afoul of Campbell’s Law: “The more any quantitative social  
indicator is used for social decision-making, the more subject it will be to corruption pressures and the more 
apt it will be to distort and corrupt the social processes it is intended to monitor” (Campbell, 1976, as cited 
in Harris, 2011). If use of short-cycle interim assessment data in evaluation causes teachers to become less 
comfortable using those assessments as instructional improvement tools, they might start resisting their use, 
thereby reducing the integrity of short-cycle data for any purpose (Marion, 2010). Assuming schools are loath 
to lose the value of short-cycle interim assessment in the classroom, how can they avoid this pitfall?

On the facing page are guidelines for prudent  
evaluative use of short-cycle interim assessment,  
but the basic principles are simple: Make the short-
cycle interim assessment data supplement, not 
become, the primary evaluation criterion, and always 
focus on the primary purpose of the short-cycle 
interim assessment system: helping teachers improve 
the performance of their students. The more regularly 
short-cycle interim assessment is used to support  
the work of the classroom, the more comfortable  
teachers become at relying on the data.

Although a relatively new issue in education, there is some research indicating this concern can be  
managed with proper planning and implementation. Studies of teacher attitudes show teachers oppose 
evaluation systems that are not seen as fair and accurate (Goe & Holdheide, 2011), but understand the need 
to include achievement data in evaluation (Harris, 2011). One recent study where the same evaluations were 
used for both administrative and developmental purposes showed no effect on teacher stress, turnover,  
performance, or acceptance of feedback (Milanowski, 2006), implying that a system which genuinely  
contributes to teacher development allays concerns about its evaluative uses. It is vital that short-cycle interim 
assessment not become the primary metric used in evaluations but a supplement to state test data and other 
measures of instructional practice. 

Bringing short-cycle interim assessment into evaluations is not without risks, but done with proper safeguards 
and in the larger context of improving academic performance, it can improve the fairness of, and confidence 
in, evaluations. In the box at right we elaborate on a suggested list of principles for thoughtful use of  
short-cycle interim assessment data in educator evaluations and the overall context of improving  
educator effectiveness.

Bringing short-cycle interim  
assessment into evaluations 
is not without risks, but done 
with proper safeguards and in 
the larger context of improving 
academic performance, it could 
improve the fairness of, and  
confidence in, evaluations. 
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Short-Cycle Interim Assessment in Educator Evaluations—Safeguards for Use

1. �Start with the students. Improving student achievement is the primary purpose for short-cycle 
interim assessment. Its use in evaluation is a consequence of its use throughout the school and 
throughout the school year—not a substitute for it.

2. �Mandate a testing cycle. Select an assessment system that allows administrators to set regular 
testing windows in which all students are required to be assessed and that supplies reports  
monitoring compliance.

3. �Test efficiently. Select a short-cycle interim assessment system that is time-effective and makes  
multiple uses of data, to avoid impinging on learning time and make best use of educator human  
resources (see the “cost of data” discussion, p. 5).

4. �Provide ample professional development on understanding and using data. Training should be 
job-embedded, continuous, and progressive, and should reach all members of the instructional 
team—from administrators to classroom teachers to resource personnel.

5. �Look at the data regularly at all levels. The instructional teams should have regular collegial  
planning sessions. Administrators should review data regularly as part of their instructional  
leadership, but also connected with evaluation, to avoid end-of-process surprises.

6. �Identify promising practices and role models based on student growth. Regular use of data  
provides many opportunities for coaching and mentoring.

7. �Monitor fidelity of implementation. Use a short-cycle interim assessment system that monitors  
student participation, appropriate progress between administrations, and other factors that can 
provide indicators of possible abuses.

8. �Use multiple measures. Short-cycle interim assessment data should be a supplement to, not a 
replacement for, analysis of state test data. Also, consider using the wealth of possible comparison 
standards to look at growth in several different ways.

9. �Be inclusive and transparent. Just as state test data on schools ultimately find their way to  
a public website, short-cycle interim assessment data can provide feedback to various  
constituencies. Feedback during the year to teachers goes without saying, but students and 
parents should also be kept aware of progress. A secure web-based system facilitates this kind of 
data sharing.

10. �Evaluate the system, not just the teachers. Many factors play a part in student growth (or lack 
thereof). Administrators should be prepared to look at themselves, the curriculum, instructional time 
allocations, attendance rates, and other evidence that can provide clues on how to improve. The 
richness and timeliness of short-cycle interim assessment data should make this process easier, 
but administrators still have to ask the questions and answer them. 
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What would an evaluation system using short-cycle interim assessment data look like? 
The answer will depend on local preferences; given the richness of data available, the possibilities are many. 
Next we examine three options among many possible approaches, with the caveat that these are, at most,  
starting points. Much detail would need to be added, and validity carefully and professionally determined, 
before a district could actually put any such system into operation. These examples use only beginning and 
ending average student scores from a single school year, for the sake of simplicity, though comparison of 
intra-year trends to final outcomes could also be a fertile field for exploration.

• �Example 1: Compare growth from beginning to end of school year on a short-cycle interim  
assessment to the growth or value-added measure from the state test, which typically compares spring 
to spring. Benefit: This pinpoints the actual time the teacher taught the students, omitting the potential 
“summer learning loss,” which can cloud conclusions based only on spring-to-spring comparisons. 

• �Example 2: Gauge student growth according to state benchmarks using a short-cycle interim  
assessment linked to the state test. This provides educators with multiple views of progress toward state 
benchmarks. Benefit: In addition to omitting the problematic summer period, this enables comparison 
of multiple data points. If the predicted and actual growth scores at both times of year are reasonably 
close, the two assessments tend to support each other. If they differ significantly, it may suggest  
additional indicators should be sought for evaluation. 

• �Example 3: Compare growth of similar 
students—by grade, pretest score, or 
other variables in the system. Figure 8  
shows a report that can be used to 
compare student growth throughout 
the year to any number of reference 
points, including national growth 
norms, a local norm, the district as 
a whole, or all students in the same 
grade level. Benefit: This approach 
could provide additional reference 
points within the data to be compared 
and explored further. This could go a 
long way toward building confidence 
in the final evaluation. Sufficient  
reporting flexibility must be built into 
the short-cycle interim assessment 
system to make it possible for the 
same student data to be presented  
in different contexts.

Similar models can generate reports on the school level and may be useful in evaluating principals and 
district leaders. In addition, incorporating school- or team-level reports as a factor in educator evaluations in 
general can help increase the sense of teamwork, as each individual teacher is less likely to feel threatened. 
These data may also be a partial solution to the challenge of evaluating those who teach “nontested subjects.”

School-level data also serve as an evaluation of the entire educational enterprise. School-level and district-
level data can take the evaluation process to its logical climax: evaluating the school system as a whole. Much 
research indicates that improving the system, from the district down to the classroom, is the only path to true 
sustainable improvement (Fullan, 2001). Ultimately this is the district’s responsibility. Looking frankly at the 
data at all levels is the first step in this process.

Figure 8: Evidence of Student Learning

Beginning date Event Ending date
             8/20/2010 Substitute teacher coverage begins
          11/10/2010 Regular classroom teacher returns
  

Evidence of Student Learning - Mr. Taylor, Grade 5

Instructional Record

6/15/2011
 

 11/09/2010
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This report compares growth throughout the year to other reference points, such as local 
norms, national norms, growth norms, and so forth.  
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The State Consortium on Educator Effectiveness Initiative:  
A Model for Using Data to Improve Teaching, Leading, and Student Achievement
The recently-formed State Consortium on Educator Effectiveness (SCEE) of the Council of Chief State  
School Officers (CCSSO) provides one framework for what we propose in this paper: to improve learning,  
teaching, and leading by incorporating evaluation into the larger “effectiveness” context. CCSSO has  
announced an ambitious initiative to bring together state teams of chief school officers, administrators,  
board members, practitioners, union representatives, and legislators, with representatives of philanthropic  
and business organizations, to work out detailed recommendations for policies and procedures to improve 
educator effectiveness.

SCEE’s framework comprises six strands in a strategy to “increase the effectiveness of teaching and leading 
to improve student achievement and eliminate disparities” (http://scee.groupsite.com/main/summary). The 
three strands that will be prioritized during the first year parallel the uses of short-cycle interim assessment 
data outlined in this paper. Each of these strands will require use of data in one manner or another and should, 
we believe, incorporate short-cycle interim assessment into its planning and implementation.

• �Standards: Aligning the new Common Core State Standards with state standards and making them 
tools for reform strongly implies they must be incorporated into daily classroom work in a natural way. 
Regular assessment with tests linked to standards keeps the teacher focused on standards-based 
goals; if such assessments also generate instructional guidance (as recommended on pp. 6–9), they 
can go a long way toward making the standards tangible and relevant to teachers and students.

• �Professional Growth: Learning from results, feedback, and collaborative work with other educators is 
an essential aspect of implementing short-cycle interim assessment. As mentioned on p. 7, short-cycle 
systems that allow teachers to record information about interventions and other classroom activities can 
help measure effectiveness of instructional strategies. And, as has been stated throughout this paper, 
regular professional development is integral to a short-cycle interim assessment implementation in both 
its evaluation and effectiveness aspects.

• �Evaluation: Topics already identified for the SCEE initiative include multiple measures of student  
performance, as well as how to measure it, use it in teacher evaluations, and aggregate it for principals 
(and superintendent) evaluations. On pp. 6–9 is considerable information about how short-cycle interim 
assessment addresses these issues and others in evaluating teaching and leading.

The SCEE initiative shows great promise for tapping the combined momentum of two movements—Common 
Core State Standards and teacher evaluation—to power meaningful improvements in overall educator  
effectiveness. Many tools will need to be employed to reach this goal, and short-cycle interim assessment 
technology should be one of those tools.
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Conclusion
Short-cycle interim assessment—the scheduled, frequent assessment of student progress toward standards-
based goals—should play a central role in the development of systems to improve schools and student  
outcomes, both through teacher evaluation and through broader improvement of educator effectiveness. The 
proper use of classroom-based assessment technology to advance learning is well documented in research. 
With due care, the same technology can play a part in systemwide improvement. Only technology that is  
efficient, versatile, psychometrically sound, and 
teacher-friendly will deliver on this promise—
and only if it is implemented with full attention 
to training and coaching to make regular and 
constructive use of it.

During the more than 20 years Renaissance 
Learning has been helping educators use data 
to improve student achievement, we have seen 
many reform movements come and go. Most 
that have “gone” have done so because they 
were based on flawed theories or insufficient data, or were insufficiently supported at the grassroots or policy 
level—or both. Using achievement data to improve school performance is amply supported by research, and 
such initiatives as SCEE are indications the different constituencies involved in public education may be  
coming to a consensus on this direction. If these trends can continue and be brought to fruition, it bodes well 
for the future of the country and our students.

Short-cycle interim assessment 
should play a central role in the  
development of systems to improve 
schools and student outcomes, 
both through teacher evaluation and 
through broader improvement of  
educator effectiveness.
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